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FOREWORD

This report was prepared for the Applied Mathematics Research Laboratories
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sathematics". Part of the work of P, K. Sen was performed at the Aerospace
Research Laboratories under Contract AF 33(615)-2272 of the above laboratories
with the University of Cincinnati. The work of P. K. Sen )in the final stage,
was performed under Contract F 33615-71-C-1927 of the Aerospace Research

Laboratories with the University of North Carolina,
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ABSTRACT

For the one-criterion multivariate analysis of covariance (MANOCOVA) model,
the rank order tests for the overall hypothesis of no treatment effect considered
by Quade (1967), Puri and Sen(1969) and Sen and Puri(1970) are extended here to
some simultaneous tests for various component hypotheses. The theory is based on
an extension of rank order estimates of contrasts in multivariate analysis of
variance (MANOVA) developed by Puri and Sen(1968) to the MANOCOVA problem, and is

formulated in the set up of Gabriel and Sen (1968) and Krishnaiah(1964,1969).
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1.INTRODUCTION

(k)
qo
independent and identically distributed random vectors (iidrv) with a continuous

(k) _ o) oK)y, _ (k)
?a = (~Y !Z(a ) = (Y

() (k)
o] la X

Les
pa 'Tla

seoosY seee X ), o= 1,...,nk be n

k
cumulative distribution function (cdf) Hk(z), Z € Rp+q’ the (p+q)-dimensional
Euciidean space, where p > 1,9 > 1, and k= 1,...,c¢( >2); all these N (= & ¢ )

k=1"k

stochastic vectors are assumed to be Independent. The q-variate marginal cdf of

(k) )
A; " is denotea by Gk(x), X € Rq, and the p-variate conditional cdf of Yék),

. (k) _ . p q ,_ .
given Xa = x , is denoted by Fk( y Ix ),y eR', xe R", k=1l,...,c. Our basic

model is the following :
Gk(f) = G(f) and Fk(y | x) =F(y - T | x) , for k=1,...,c, (1.1)

T are the unknown

where F and G are unknown continuous cdfs, and Tl,..., c

treatment effects (p-vectors). For justification of this model, we may refer to

Scheffe’ (1959,ch.6) and Sen and Puri(1970). Tests for the overall hypothesis

Ho: Ty = oo = 1= 0 vs. 1, # 0 for at least ome k( 1<k<c) , (1.2)

based on suitable rank order statistics, were considered in an increasing order

of generality by Quade(1967), Puri and Sen(1969), and Sen and Puri(1970). We are
interested here in testing siwultaneously for contrasts among Il""’ Sc’ both

in the set up of Gabriel and Sen(19A8) and Krishnaiah (1964,1969). These
simultaneous procedures involve the concomitant variates adjusted rank order
estimates of contrasts among Il""" Ic' which are considered first in section 2.
Section 3 deals with the proposed simultaneous tests, and their asymptotic relative

efficiency (ARE) results are presented in the last section.

2. COVARIATE ADJUSTED RANK ORDER ESTIMATES OF CONTRASTS IN MANOCOVA
The statistics considered by Quade(1967), Puri and Sen(1969) and Sen and Puri
(1970) , being based on the combined sample ranking, are not suitable for our
simultaneous inference procedures (o be considered in the next section. For this
reason, we extend the results of Puri and Sen(1968) on rank order estimates in

MANOVA to the MANOCOVA problem, which provides the access to our proposed procedures.




Consider the pair (k,&) of samples, and let Mg =y + n, for 1< k <% <e.
®) ()

(k,2) be the rank of Y(k) among the n observations Y( J ,Y

Let Ry io KL il 2t timge? il vttt

ii) , fora=1,..., Nys 1<i<p, and let S(kal) be the rank of X(k) among the
1 »
. (k) (k) (R) (L) _ L
nkl observations Xil""’xink’ {100 Xinz .a= 1,...,nk, i=1l,...,9 , for 1<k

< 2<c. Consider now (p+c) sets of rank scores

(i)
I (af(n, + 1)), @
nle k&

1,..., Moo s i=1,...,p (primary variate scores) (2.1)

*(3)
I @l (gt D) o

defined for every (k,%): 1 <k < £ < ¢, in the same fashion as in Puri and Sen

1,..., Mg s j=l,...,q9 ( covariate scores), (2.2)

(1271, section 3.6). Define then the statistics

(1) - By (1) (k 2) . ) -
kl = nk Za-l n (R /( + 1)), i= 1,..., p; 1<k < L < ¢, (2.3)
k%
@ o 71y Ty (j)(s(k Z)/(n S, il 1Sk <2< (2.4)
kl o=l "n — -
k2
If instead of Y?k) and Ygl) , one works with ng) - a, o0=1l,...,n, and YSQ), a =1,
ia io io k io

TR the corresponding rznk order statistic, defined by (2.3) is denoted by
(1)(3), 1<k <% <¢c, i=l,...,p, and -® < a < @ , We now assume that J(l)(u) is
k&
4 dinu : 0 < u <1, so that

(1)(a) is¥ina:~® < a < o (2.5)

Nevt, we rank the observations coordinatewise within each sample separately. Let

*(k) (k) (k) (k) (k) (k) (k)
1 a (o 1,a )} be the rank of Yia among Y. i1 "’Yink ( or xia amnong xil -
Xik) ), fora=1,..., oy i= 1,...,p (or i= 1,...,q), and k= 1,...,c. Define

k

Jii) , i=1,...,p, and J *(1) , 3=1,...,9 as in (2.1) and (2.2) with the n being
k "k

replaced by n o and let

ke

S0 L1 ) (k ) (k S5
v Tk Ta 8y 4 o 4103 a8, Ym0 - 5,050 @

for i, j = 1,..., p, where

—- _ n
5(1) 1k

nlg (i)(a/(n +1)), i=1,...,p. (2.7)

n k a=1




i * *
Similarly, define v§§) for p+l1 < i, j < ptq by replacing Jil) and Ri(z) by J (1)
k ’ My
*
and Si(z) respectively ( and also for j) in the definitioms in (2.6) and (2.7).
i *
Finally, keeping Jil) and Ri(k) as they are while replacing J(J) Rj(z) by
k i Mg i
*
(J) and S, (k ),respectively, in (2.6) and (2.7), we define in the same way vgk)
nk 3,0 ij
for i=1,...,p; j=p+l,...,ptq. Let then
(k) (k)
v = . =1yees,sCy 2.
: A CIR RV B VS - (2-8)
where vgl) v(ﬁ) for all i,j. Further, let
_ v v
W, = LS oyt = (SRl N2 (2.9)
~N k=1 ~ v v
~N,21  -~N,22
— —_ !
where Yﬁ 11 ° ~N,12 = YN,Zl and Yk g9 are respectively of the nrder pxp, pxq and
qxq. Finally, let
v o=y -V, VLW . (2.10)

XN T AN, 11 T 2N,124N,22 YN,21

where V.~ is a generalized inverse of v . Define then J( ), i=1,...,p, and
~N, 22 ~N,22 noo
(4
J (3 s 3=1,...,q, for L < k < £ < ¢ as in (2.7) with n  being replaced by n_, ,
ng - -~ k kL
ang let
Ta@ = (TP @D, @) ), 1< k<t <es (2.11)
* - *(1) *(q) |, )
?kl ( Tk setey Tk y' ., 1 <k <2 < ¢ (2.12) A
r (1) (p) ' -*(1) (q) ', .
gkl ( Jkl seevy J ) ~k =(J yeos ) 1<k <2 < ¢; (2.13)
o - —k
T ,(d = (T ,(a) -J ) - (T -J o)
JkL< ~k&= ~M N 12~N 22 ~k2 “k& (2.14)
= T°(1)( yeees °(P)( Q) dorl<ik <2 < o

The statistics in (2.14) are the covariate adjusted rank order statistics as defined
in Sen and Puri(1970) with the only difference that their combined sample permuta-
tion covariance matrix is replaced here by V&, the average within sample rank order

covariance matrix. This replacement is made with the primary objective of making

the adjustments for the covariates in (2.14) unaffected by T,,..., I.$ V& is




translation invariant, so that the unknown T have no effect on it, while

Tyseees T,

the combined sample permutation covariance matrix rests on the assumption that }
Tl = ... = Tc , which is not necessarily true.

Now, precisely by the same alignment logic as in Puri and Sen(1968), we define

; i i
é;)l = inf{ a: TE( Y@ <o b, Ail)2 = sup {a: To( Ya) > 0 1, (2.15)
for 1 < k < & <c, i=1,...,p. Then, our proposed estimator of Akl T =T is
N EY, (p) ' - = A () .
e = (g 5 B =7 (8 1My ) 181 S (2.16)
Conventionally, we let Akk = Akk = 0, k=1,...,c and AkR = - Alk for 1 <k < £ <c.

Then, as in Puri and sSen (1968; 1971,Ch. h), we define the compatible estimators

RN N _ ~l_.c 7

Bee T B Ty B Te Iy g lik <t < e (2.17)

Let H(i)(x) ( and G(j)(x) 7 be the marginal cdf(of Yiz) - (1) ( and X(k) ),
(L 2)

i=1,...,p ( and j=1,...,q), and let H(. ,)(x,y), (i, )(x,y) and G( ,)(x,y)

be respectively the joint cdf of (Y(k) ii), ikl (1 )), (Y(k) él), ;Z) )
and (X(k), §k) ), for i( # i') = 1,...,p and i( # j') = 1,...,q. Define then

Wy = He Wy P Dy = He 20 0w 1,28

n-o no

for i=1,...,p, j=l,...,q, and denote by

1 , 1 .
= fo J(l)(u)du , i=1,..,7; u; = [ J*(J)(u)du y 371,004,495 (2.19)
o o (1) &) (1)
v, . = J [ 3 M, ())ITH L (r))dH (%, Y)
ij,11 (i) (j) (i,3) (2.20)
- Ui Uj ] iyj = ly'--)p 5
- ™™ ) *(3) (2)
Vij,12 Jo [, 3 7 (1) NI (G(j)(y))dﬂ( 5y oY)
- ui“; , i=1,...,p3 j§=1,...,q; (2.21)
_ e *(1) *(3)
Vij,22 ° Jo L J (65 (x))J (G5 jy (e 3y (%)
x %
uy uj s 1,3= 1,...,q; (2.22)
(‘311 ~12) , (
v o= v, o= (v 1)y v, = ((v, » o, 2.23)
v Vo, Y,/ -l 13,11 Y22 ij,22




and le = 821 = ((vij,l2))' Further, let
* - Lk
VoI ¥ T Vi Yaa ¥ T WOy o (2.24)
* *
Dos Oy = (O /BB, i (2.25)
where
= % (1) .
By = [, (4/d)J7 T (H ;) (0)AH y(®) 1= 1, D (2.26)

Finally, consider a contrast

= = ' = 1
?(%) = RlIl + ...+ Kczc s % (21,...,2C, 1 1 (1,...,1)°, (2.27)

for which we have the compatible estimator
P (L) = 21 Al + ...+ & A , (2.28)

where the ék. are defined by (2.17). For any % 1 1, (2.28) provides a robust,
traslation invariant and concomitant variate adjusted estimator.

For the study of the asymptotic properties of ?*(g) , we assume that as N +

nk/N > Ak : 0< Xk <1, fer k = 1,...,c. (2.29)

Then, by the same technique as in theorems 2.1 and 2.2 of Puri and Sen(1968) ( with
direct adaptations from theorem 5.1 of Puri and Sen(1966), yieiding the jcint
asymptotic normality of the covariate adjusted rank order statistics in (2.14)),
we obtain that

LOx2re%m - o1+ 3eCo, « B kM- (2.30)

Similarly, if we have r( > 1) linearly independent contrasts

— c -
¢G> = L0, To A0l 1,s=1l...r, (2.31)

. _ . = c L .
and we define C = ({( Css'))s,s'=1,...,r by Cogt Zk=1 stzs'k/xk’ s,s'=l,...,r,
we have

1/2, . * *

Lot2re" ) -0, 1<+ 00, carh, (2.32)

where @ stands for the Kronecker product of two matrices.

We shall make use of (2.30) and (2.32) for providing suitable confidence inter-

*
vals to ¢(2), 2 l 1 . For this, we require to estimate the unknown I . Now, on




defining ta as the upper 100a% point of the standard normal distribution, and letting

g(i) o(i) 1/2

—%
KLU - sup{ a: Ty (a) > _tm/Z[ vN,ii(nkllnan)] } o (2.33)
/\(i) _ . . O(i)’ —k 1/2
AkQ,L = inf{ a: T, " 7{a) < ty/2l VN,ii(nkllnknl)] }, (2.34)

and following the same method of proof as in theorem 1 of Sen(1966), it follows that

1/2 1/2, 7(i) ~ (1)
i) /ey /myn )0 Begu ™ Begp)] o 1k <2< (2.35)

are all translation invariant consistent estimators of Bi’ defined by (2.26), for
i=l,...,p. Hence,

s - (&7 p{1)

lekeds ¢ Pg’ 0 BT Leeeeup (2.36)

1,...,Bp, respectively.

Also, by theorem 4.2 of Puri and Sen(1966) [ see also theorem 3.2 of Ghosh and

are translation invariant robust and consistent estimators of B

Sen(1971)] and some standard manipulations, it follows that whatever be Tl,...,TC,
v P Vo asN -, (2.37)
~N — ~

Thus, from (2.10), (2.24), (2.25), (2.36) and (2.37), we obtain on defining

~% _ “k . A* _ —k A(i)/\(j) . .
«T.‘N - (( Yl] )) ’ Yl_] = vN,ij/[ B B ]9 L] = 1,---;P- (2.38)
that
Pt s e e (2.39)

~N —> ~ )

Now, the space of all nossible contrasts 9(%), % l_}, is spanned by a set of
c-1 linearly independent contrasts. Hence, using (2.31) and (2.32) with r = ¢-1, and
(2.39), we obtain by Roy-Bose method(1953) that

lim /2, ,, . * ok c ,2 -1/2
N0 P{ N7 o (1) - o) ENE)(Zk=1Qk/Ak)]

(2.40)
1,5#9}=1-—o¢,

~

2 Xp(e-1),o for every % 1

which provide a simultaneous confidence region to the set of all possible contrasts

where y é(c—l) o is the upper 100 % point of the chi-square distribution with p(c-1)

degrees of freedom. ARE results will be considered in section 4.




3. SIMULTANEQUS TEST PROCEDURES
Along the lines of Krishnaiah (1964, 1969), we consider here some simultaneous
test procedures (STP) for contrasts in MANOCOVA based on the robust estimators
derived in the earlier section.

Procedure I. Consider a set of r(> 1) linearly independent contrasts (vectors)

?(%s)’ s= 1,...,r, defined as in (2.31), and let

H: ¢(R) = 0 s A @(%S) # 0,s=1,...,r; 3.1)

s ~ ~8

H=H 0...0 H, and A=A U-.-UA . (3.2)

*
Let us define the compatible estimators ¢ (QS), s =1,...,r, as in (2.28), and let

= * ' N =
Qg = /e D6 DI (TDTI ()], = 1,..0,r, (3.3)

S
~

*
where FN is defined by (2.38), and Cog? in between (2.31) and (2.32). By using
(2.32), (2.39) and a result of Krishnomoorthy and Parthasarathy (1951), we
conclude that under H in (3.2), QN = ( QN 1,...,QN r)' has asymptotically a

multivariate chi-square distribution. Hence, there exists a Qa such that

lim
N-»>

P{Qy < %,Vs=L“”r|H}=l—a. (3.4)

Our proposed STP consists in rejecting Hs in favor of AS only for those s for
which QN,s > Qa ; otherwise, accept HS, s =1,...,r, The total hypothesis H is
accepted iff all the component hypotheses are accepted. The associated simultaneous

confidence intervals for t'¢(ls), t # 0, are

}1/?,

e g*(%s) - e | j.{Qacss(E'ESE)/N s=1,...,r, t #0, (3.5

with an overall confidence coefficient, asymptotically, equal to 1 - a .
Procedure 1I. This is really a stepdown procedure. We denote by Cj the principal

minor of C comprising of the first j rows and columns, and write for 2 < j < r,

c., , c.

=f~3-1 ~i-1 R - x

Ej (c. c :> ’ ij cjj Sj—lgj-lsj—l’ j = 2y...,r, and let ¢ % €1 -
~3-1 7ij

*
Then, by (2.32), on denoting by Z, = N1/2[¢ (2,) - ¢(L.)]1 , and for j > 2,

1




2y - , * ) "o
2, = NOLQTED S 4@ 000 ) = e '], (3.6)

we conclude that Z, has asymptotically a multinormal distribution with mean 0

1

r

11 , while given Zj’ the conditional distribution of

*
and dispersion matrix c N

*
NI/Z[ ¢ (Zj) - ¢(£j)] is asymptotically multinormal with mean vector

-1
@Dz, 3.7
(€185 @D Z; (3.7)

and dispersion matrix
E N

ij EN s, for j = 2,...,r. {3.8)
Let us then write n = ?(2 ) and for 2 < j <r,
= - ' -1 ' By
ny = ) - (el S0y @DIGMD) ..., (9 D' (3.9

* *

Then, the total hypothesis H in (3.2) may be written as H = H1 r\...(\ Hr’ where
*

Hj : nj = 0, for j=1,...,r. (3.10)

%
We desire to provide a STP for Hj s j= 1i,...,r. For this, let

* = * - v ' ' '
o= 4R - (el & @TIIO e, 0 DT, (3.11)
for j = 2,....,7 and QI = 9*(% ), and let
LA * * Tk -1 % o
QN,j = (N/ij)[( Dj) ( EN) ( Qj)] s ] 19"°sr' (3.12)

* *
By (2.32), (2.39), (3.7) and (3.8), we conclude that under H, QN 1000 QN . are
b >
asymptotically independent, each having a central chi-square distribution with
*
p degrees of freedom. Hence, there exists a Qa such that

lim
N > o

PLQ, < »s=L.r| B} =1-a. (3.13)

* *
Our proposed STP consists in testing for H.,..., Hr sequentially. That is, if

* * * * *
S . . . i >
QN,l Qa , reject Hl and hence H ; otherwise proceed to test for H2‘ If QN,Z
* * *
Qa , reject H2 and hence H; otherwise proceed to H3 , and so on. The total hypo-

* *
thesis H 1s accepted iff QN j < Qa for all j = 1,...,r. By virtue of (3.7) and
?
(3.8), we obtain the following associated simultaneous confidence intervals

* , * .k /2
Cng= '] < 1 (£ TPe e, 175 = 1,...r, £ #0,03.14)

INl/Z
J

with an asymptotic confidence coefficient equal to 1 - a .




Procedure IIl. Let T' = ( Ti yeoos Té) , and let
' = L] b
a ( a;s alz,...,alp, cees B ys Bigseens acp) 4 0 (3.15)

be a pc~vector such that ajjseees a, are not all equal for i = 1,...,p; the
totality of all possible a satisfying the above condition is denoted by 5/2. Then,
the hypothesis H in (3.2) may be written as H = (:\ Ha , where

. 't
H : a't 0 fora € g/q. . (3.16)

-~

We want to consider a STP for all Ha ,a A, -

~
~ ~ ~

Let us denote by Af = (A! , ..., A; ), where the A, are defined by (2.17),

~

and let n = Diag( Dyseees nc). Define then
o= 8'@ @I = Eyn & T4 . (3.17)

By (2.32) and (2.39), under H, QN o has asymptotically chi-square distribution with
b
p(c-1) degreess of freedom. Hence,

lim 2 l

Now PLUQu, = Xp(e-1) 50 H} = 1-a. (3.18)

Replacing & by A - T in (3.17), and thereby eliminating H in (3.18), we obtain

by the Schwartz inequality that asymptotically with a confidence coefficient 1 - w,

(8- 1) < Xo(c-1) 0 '@ ) 21V Wac (A (3.19)
which provides a simultaneous ccafidence region to all possible g'z » 8 € A.
The STP consists in rejecting those Ha ( a £ ) for which lg'gl > Xp(c-l),a'
[3’(3_IQ§§;)311/2. A similar procedu;e for MANOVA ( but involving a loss of A.R.E.
for contrasts not involving all the ¢ samples) is due to Gabrie) and Sen(1968).

Procedure IIT has the maximum flexibility to all a EA , but, in practice,
when one may be interested in a set of specified contrasts, it is usually less
efficient than the two other procedures. The simplicity of the computation of Q;
over Qa ( derived from the asymptotic independence of Q;,l""’Q;,r) has to be

weighed against the arhitrariness and complications invo.ved in the choire of the

* *
sequence of the suffixes 1,...,r and the formulation of Hl""’Hr' One may also

consider some other procedures along the lines of Krishnaiah(1969).




10

4. ARE RESULTS

One could have ignored the covariates totally, and proceeding as in Puri and

Sen(1968), obtained rank order estimates of the contrasts derived solely from the
()
Ty

*
in (2.30) or (2.32) would have involved I instead of [ , where

1 <k<f<e,1=1,...,p. In this case, the asymptotic covariance matrix

I'=(Cy /B;Bss 1,3 = L,..0op, (4.1)

2 YT Vin

and Vv, . a 1 Bi are defined by (2.20) and (2.26). Thus, as in Puri and Sen(1968),

ij,11
defining the ARE as the reciprocal of the ratio of the generalized variances raised
to the power p_l, the ARE of the covariate adjusted rank order estimates with

respect to the unadjusted ones is

ey = UTI/IT* P = gy 17107 2P

- 1
= {IYlll/'Yll = VigVagugy 1} ?, (4.2)

-\ I3 3 3 -_ I : .H
where 312222321 is positive semi-definite ence, we have

e > 1, vhere the equality sign holds when Vig = 0. (4.3)

This explains the asymptotic supremacy of the covariate adjusted estimates. It also
follows similarly that the ARE is a non-decreasing function of the number of
concomitant variates, i.e., additional covariates induce more information on the
estimates.

For the classical normal theory estimates of contrasts based on the sample

z z
mean vectors, let I = ('~11 ~124> be the covariance matrix of (Yék)',Xék)')'

~ 5. %
and let ~21 ~22
* -
o= Iy ot Taktia - (4.4)

Then, from the results of Sen and Puri(1970), we may conclude ( on omitting the

*
details) that the ARE of ¢ () with respect to the classical normal theory estimator
of ¢(L) is

e, = CIZNrt R, (4.5)

2
which depends on Ell’ §22, §12 as well as Vi1e Yar Vi and Bl,...,Bp. In




L P

11
general, it is not possible to attach suitable bounds to e,. However,

{IE*I/IEI}Up < e, < {|§11|/|§*|}1/p. (4.6)

In particular,if §12 =0, e, 2_{[§| |E|}1/p, where the equality sign holds if
Vig T 9 . Thus, if the original variates are uncorrelated but not necessarily
independent, we expect to gain in efficiency by considering the robust estimates
?*(%)' The same ARE results holds for the simultaneous confidence intervals in
(2.40) when compared with the parallel procedure for the MANOVA model and the
parametric Roy-Bose type procedure,

For the simultaneous tests in section 3, the ARE with respect to their
parametric counterparts considered in detail in Krishnaiah(1969) depends on the
particular set of variates or samples included in the set of contrasts under test.

The overall ARE agrees with e, or e

1 2 in the respective cases, while the minimum

and maximum ( over all possible choice of variates and samples ) ARE are respectively
the minimum and the maximum characteristic roots of E*( E*)_l. Since, these

bounds are similar to the ones Jdiscussed in Sen and Puri (1970), we omit the details
here. In passing, we may remark that on using the normal scores statistics for

deriving the robust estimates in section 2, we are able to achieve asymptotic

optimality when the underlying distribution is normal.
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